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Abstract — The Maximum Likelihood joint detection of all jointly detect all users. This algorithm has a complexity
users in a Multi-Carrier Code Division Multiple Access (MC- growing polynomially with the number of users and
CDMA) system has a prohibitive complexity, growing jndependent of the modulation size. Thus, it allows optimum
exponentially with the number of users, when it is performed performance even for full-loaded systems using large
using an exhaustive search. In this paper, a novel ML multiuser modulations. The absence of ISI and the synchronism

detection algorithm is proposed, whose complexity is a . .
polynomial function of the number of users and is independent assumption make the MC-CDMA a more suitable system for

of the modulation size. The MC-CDMA system is modelled using 1attice representation and sphere decoding than the DS-
a sphere packing lattice representation and an efficient lattice CDMA system.
decoder, called the sphere decoder, is applied to jointly detect all  The paper is organised as follows: Section Il describes the
users. Simulation results are proposed up to 64 users synchronous MC-CDMA system and the corresponding
transmitting 16-QAM symbols. lattice representation. In section Ill, the sphere decoding
algorithm is explained for lattice constellations and then
applied to an MC-CDMA system in section IV. Simulation

The Multi-Carrier Code Division Multiple Access (MC-results for a downlink MC-CDMA system are presented in
CDMA) technique, initially proposed by [1][2][3], efficiently section V and compared to the performance of classical sub-
combines the Orthogonal Frequency Division MultipleXoptimum detection algorithms. Finally, some conclusions are
(OFDM) modulation and the code division multiple accesdrawn in section VI.
technique. In Direct Sequence Code Division Multiple
Access (DS-CDMA), the signature and the signal of each Il. LATTICE REPRESENTATION OF A SYNCHRONOUS

.y . I . . MC-CDMA SYSTEM

user are multiplied in the time domain, whereas, in MC-
CDMA, the signature and the signal are multiplied in the Let us consider a synchronous MC-CDMA system wWith
frequency domain. For each user, the same symbol users as described in Fig. 1. At timeand for user, the
transmitted over several sub-carriers and each signatr@nsmitted symbdb,(i), taken from a modulation alphabet A
element multiplies the signal on a different sub-carrier. lof cardinality |A|, is spread by a signatuge= (Cy,---,G),
other words, the transmitted symbol is spread before OFDWhich has good cross-correlation properties with other user
modulation. Thanks to the insertion of a guard intervaignatures. In this paper, signatures belong to an orthogonal
between OFDM symbols, MC-CDMA systems do noWalsh-Hadamard set of site After spreading oby(i), theL
experience inter-symbol interference (ISI) and quasbbtained chips are transmitted with signal amplitagieon
synchronism may be obtained in the uplink. Furthermore, tiiee L different sub-carriers of an OFDM modulation symbol.
OFDM modulation takes advantage of a large frequena¥e denotes(i) the modulated signal filtered by a frequency
diversity. To combat the multiuser interference introduced melective multipath channel. After addition of interfering user
the transmission on a multipath channel, various single-ussgnals Y euSc() and Additive White Gaussian Noise

and multi-user detecti_on techniqges have be_en proposed wWGN), OFDM demodulation is performed. The channel is
Among them, the optimum multiuser detection, based ON&sumed non frequency selective on the sub-carrier

Maxi_m_u_m Likelihooq (ML) e>_<haustive sea_rch [2]! has &andwidth and is thus described by a single complex
prohibitive complexity, growing exponentially with the coefficienthy(i) for each usek and each sub-carri¢r We

number of users. te C() the K x L tri bini di d
We propose a new optimum detection algorithm with |0\Heno e C(i) the matnx combining spreading an
channel effects for all users:

complexity for MC-CDMA systems. This algorithm, called

I. INTRODUCTION

the Sphere Decoding algorithm, originally employed for Ocyhy, (i) - ey ()
sphere packing lattice decoding [5], has recently been C(i):g : S (1)
proposed to simplify the ML multiuser detection in DS- Beha ) - Coho ()E

K1''K1 KL" "KL

CDMA [6][7]. The proposed algorithm is optimal with . . . . . i

respect to the ML criterion. The receiver models the output 6f time i, the received vector(i) = (ry(i),....r.(i)) may be
the Maximum Ratio Combining (MRC) operation as a multi€XPressed as _ _ _ .

dimensional sphere packing lattice point corrupted by an r(i) =b(i)D,C(i) +n(i) (2
additive noise and applies the lattice Sphere Decoder wiere vectob(i) = (by(i),...,bk(i)) contains th& transmitted



Ca whereb, 0z, Ok = 1,... k. These basis vectovg are the rows
] A , of thek x Kk latticegenerator matrixG. Thus,
Zg.o) n(i) B
—»> i1 & B x =bG whereb = (b,,...,b )0Z~. (8)
- In order to match with this definition, all previously defined
i : FFT| r (i ;
8@ o p/a Multipath R f(;) complex vectors (resp. matrices) of skeresp.K xK) are
A Channek s.(1) A written as real vectors (resp. matrices) of size (2esp.
G 2K x 2K). Each complex valua is written asa=a" +j.a.
. N\ — R (e R/; I g
4& N AweN |1l [0 E.g. b,(i) = (bl.(|)1b1(|)1"'1bK (i).bk (i)
L L] D,. = dlag(wl,wl,”.,w,( ,wK) 9)
Fig. 1: MC-CDMA t itter and OFDM receiver.
|-g - ransmll er an I‘eCEIVEI’. D RlRl Ril Rﬁ( R]!K D
symbols, diagonal matribD ~diag(w,,...,ax) contains the O R, RR .. -R RR O
amplitudes of the different users am@) = (71(),...,n.(i)) is L S_ o e K S
the AWGN vector. In downlink, all users share the same Rz(')‘D : : : : 0
channel, defined by H(i) = diagbs(i),...,h.(i)). Thus, ORY, Ry - RN  RuO
C(i) =CpH(i) where all user signatures are placed in the E_RI R® .. -R. RR
K1 K1 KK KK

K x L matrixCp = (c"...cc") "
Let us now consider the ML multiuser detection using the N ~H . . .
received signal given in expression (2). In order to maximié’}éherER(') =C()C ('_)' YV|th .these_notauo_ns, we obtain
the likelihood of the received signal assuming the transmitted Y2 (i) =0, ()M, (i) +n (i) (10)
signalb, since the noisg(i) is AWGN, we have to minimise where the R x2K matrix My(i) is defined as
the quadratic distanc#zin(b) between the received signalM i) = D,,2R,(i) and the noise vectar,(i) has a covariance
and the signal expected to be receivedbifhas been matrix NgRy(i). Thus, an MC-CDMA system, with complex
transmitted: d’emin(b) = |F (i) —bDC(@)|F. Equivalently, we modulation andK users, may be modelled as a lattice with
may minimise dimension K. . |
20hY = N s If symbols b,"(i) and b, (i) belong to a Pulse Amplitude
d(b) = [bD,C)[" - 2RebD.CO:r M), () \ioduiation (PAM) with 'sizeM, (b%(), b)) belongs to

where the scalar product is (-M+1, M+3,...M-3M-1¥. In this case, to perfectly
N = X N match the definition of a real lattice, we apply the
(bD,COr ()= 3 b’ Y &’ (O Mr. () 4 Fensomator
N ! . .
iiwkb;yk(i) Vo) =5 000+ (M LM -V, () @)
=5

to obtain a vectorb,(i)=b(i))+M-1,...M-1))/2,

(i) is the MRC —output for userk [3]. Vector whose elements belong to a segmerd,aduch that

y(i) = (y(i),....yx(1)) is a sufficient statistic for the ML

detection of transmitted vectbti). The observatiog(i) may Y,(i) =b, ()M, +n, (i) with b,(1))0Z*  (12)
be written in a matrix form from equation (4): For other modulations, an appropriately chosen
y(i)ér(i)CH 0) () transformation must be applied to obtain integer coordinates.

y,'(i) is a point of a lattice\,, with dimension K and

H . . .
where +" denotes the transpose-conjugate. By includingenerator matrixM,(i) corrupted by an additive noise

expression (2_) in expres_sion (5), we obtgfi) as a function ny(i) =ny(i) /2 with covariance matrixR,(i)No/ 4. If

of the transmitted vectar(i): signatures are independent and all amplitudes are greater than
y(@i) =b(i)D,C({)C" (i) +n(i) =b(i)M(i) +n(i) (6) zero,A, is aZ-module with rank B of the K-dimensional

y(i) in expression (6) can be seen as a point of a complesal spacdR®. The multiple access system generates a point

sphere packing lattica [8] with dimensiorK and a complex b2'(i)M (i) belonging to a constellatione., a finite subset of

generator matrixM (i) = DC(i)C"(i), corrupted by a noise A, with size |Af.

n(i) = (n.(i),...,nk(i)) such that The MC-CDMA system is convenient for lattice
L, representation since no ISl exists and the frequency
(i) = ¢, (hy ()n,(0) (7)  selectivity is easily taken into account. However it requires a
=1

. . . . , new computation of the generator matrix each time the
Working with real lattices is more convenient. A Spherganne| is modified. The lattice representation allows us to
packing lattice oR" is a discrete subgroup (orZamodule) | se the Sphere Decodiatgorithm [5], a low complexity ML
with rankk of R". The real space is denotBdand the integer gecoding algorithm, capable of decoding any lattice defined
ring Z. Each point of lattice/A may be written as the linear py an arbitrary generator mati@& This algorithm is directly
combination of k basis vectorsx =byv; +byv, +...+ b, inspired by an algorithm, which, for a given point in the



space, finds the closest point in the lattickogest vector radius./C centred on the received point, as shown in Fig. 2.
problen) [9]. _ s Only lattice points located within the quadratic distaf:e
Since the sphere decoding has a complexity iIK"O&nd  from the received point are thus taken into account for the

since the lattice dimension for a complex modulation is twiG@etric minimisation (15). The decoder performs the
the lattice dimension for a real modulation, the decoding|iowing minimisation:

complexity is 32 times higher per dimension with a complex iy el = mi
modulation. The problem is simpler in the special case of a rxnul/(]"y X" Wryylp/\”w" (16)
downlink transmigsion with real spreading, when the in-phaseThe above equality shows that the shortest vagtar the
and quadrature signals are spread by the same real sequegfslated sey —A must be found. We write the received
i.e., when matrixCp is real valued: vector y=pG and the difference w=8G with
M(i)=D_C,H@)H" ()C," = DwCD|H(i)|ZCDT (13) p=(on...00 OR  and & = (&;,....&) OR" w is a lattice
where H(i)E = diag(hu2....h.[2) is a real matrix. Hence, the point, whose coordinate§ are expressed on the translated
lattice generator matri# (i) is real valued and the systemPasis centred on the received pginSincew must be located
may be modelled as a real lattice with dimensiorand I a sphere with quadratic radi@scentred ory, i.e, on0 in

generator matrid (i): the new basis, i
yR(i) =bRHM (i) +n" (i) [w|” =Q(€)=¢cG"¢" <C (17)
; I : I (i (14)
y' (i) =b' ()M()+n' (i) e e o o o

where y7(i), bR(i), n%(i) (resp.y'(i), b'(i), n'(i)) are vectors
containing real parts (resp. imaginary parts) of the elements

of y(i), b(i), n(i). Noise vectorsn™(i) and n'(i) have for i i d
covariance  matrix R(i)No=CpH@)FCp'N,. Such a

representation for real spreading in downlink does not ° )
increase the decoding complexity per dimension when using

a complex modulation symbol instead of a real one. PY PY 'Y

lll. SPHERE DECODING OF A LATTICE

Fig. 2: Geometric representation of the sphere decoding algorithm.
CORRUPTED BY WHITEGAUSSIAN NOISE

) ] ] In the new coordinates’ system defined §ythe sphere
Let us first describe the ML decoding on AWGN channejjith squared radiu€ centred ory is changed into an ellipse

of a k-dimensional lattice\ generated by a realx k matrix  centred at the origin. The Cholesky factorisation of the Gram
G. The decoder has to find the closest lattice point to thgsyix = GGT yields T =AAT where A is a lower

received vectori.e., to minimise triangular matrix with elements;. Using (17), it was shown
X 2 2 I iti I = ..2 1 =
m(y/x)= Z|Yi _ Xi| =||y—x|| (15) [5] that Ehe mequalm_es_ in (18), \_/v_h_eqa a;“ for i _ 1,...x
= and g; =a;/a; for j=1,...k i=j+1,..k, define the

wherey =x +n is the received vectom = (17,,...,n,) the integer components &f for all points inside the ellipséxis

noise vector and = (xy,...,x,) a point belonging ta\. The the ceil function andxOis the floor function. Lower and
noise vectorn has real independent elements following &pper bounds in (18) show that there araternal counters,
Gaussian distribution with zero mean and varidwgcd attice one counter per dimension, in the sphere decoder. Then,
points {x=bG} are obtained from data vectorsvalues of the various counters just have to be varied inside
b = (by,....b)0Z . In practice, the set of data vectors ighe bounds. Valut_as of these bounds dep_end on values of
limited to a finite alphabet A0 Z* and an exhaustive ML counters. In practice, they may be recursively updated [3].
decoder searches for the best paitmong all points in the We thus enumerate all values of vectorsuch that the
finite constellation. The sphere decoder restricts i@orresponding lattice poink =bG is located within the
computation to the points located inside a sphere with a giveHadratic distanc€ from the received point.
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Lattice points located outside the considered sphere afecoder associated to this new matrix. SiDgl#V is already
never tested. Consequently, the decoding complexity does aotlower triangular matrix, the Cholesky factorisation
depend on the lattice constellation sizg|.|[&urthermore, the preceding the search in the sphere is now usefessd). In
search inside the sphere is drastically speeded up by updatifiger words, the factorisation operation has been moved from
radius JC with the last computed Euclidean normw|||| the decoder to the whitening operation. The complete
Finally, the selected point is the point associated to thereceiver structure is described on Fig. 3.
minimum norm ||.

The search radius/C must be appropriately chosen. V. SMULATION RESULTS
Indeed, since the number of points located in the decodingThe sphere decoding has been tested in downlink on an
sphere increases with, a large value fo€ slows down the indoor channel defined in [10]. The channel coefficients are
algorithm, whereas the search sphere may be emi@yisf modified for each transmitted symbol. All users have same
too small. In order to ensure that the decoder will find at leggbwer. We assume the power control being perfeet, at
a lattice point, we have to choose a search radius greater teanh timei, the received symbol power is equal to the
the covering radiusk.g, it could be chosen equal to thetransmitted symbol power. Each user symbol is spread over

Rogers upper bound [8]: L = 64 sub-carriers with a real Walsh-Hadamard sequence
« |del(G] and the guard interval is 25% of the OFDM symbol period.
JC" = (klogk +kloglogk +5K)XV— (19) Fig. 4 compares the optimum performance of the sphere

decoding with the sub-optimum performance of a Parallel
whereV, is the volume of a sphere with unity radius in reainterference Cancellation (PIC) with 2 iterations including
spaceR”. single user Minimum Mean Square Error Combining
(MMSEC) and hard cancellation. The modulation is QPSK.
IV. SPHERE DECODING OF A SYNCHRONOUS The gain achieved by ML detection as compared with the PIC
MC-CDMA sysTem detection increases with the number of users. Furthermore,
To jointly detect all users in an MC-CDMA system, théhe degradation due to the multiple access interference, for
sphere decoding is applied to theK-@&mensional full-load (64 users) and optimum detection, is not greater than
corresponding lattice, one time for each received pomf, 1.2 dB with respect to single-user performance for an average
for K users. In case of real spreading in downlink, it ibit error rate (BER) equal to FOFig. 5 compares various
applied to theK-dimensional corresponding lattice, twice forsingle-user (MRC, Equal Gain Combining (EGC) [3],
each received point. Orthogonality Restoring Combining (ORC), MMSEC [1])
The additive noise samples included in the system modeid multi-user (ML, PIC [2], Global Minimum Mean Square
of equations (10) and (14) are correlated. The ML lattidérror (GMMSE) [11]) detection techniques, for half-load (32
decoder has to minimise the following metric (to simplifyjusers) and 16-QAM modulation. As previously, the
notations, all ‘2’ indices, i* indices and primes will be degradation of optimum multiuser performance compared to
omitted in the following): single-user performance is very low. The improvement with
m'(y/x): (y—x)R‘l(y—x)T (20) respect to the multiuser GMMSE detection is 1.6 dB for a

The sphere decoder equations may be easily adapted to thER equal to 10. Finally, Fig. 6 shows that the gap in

: AT . N : Fformance between optimum and sub-optimum detectors is
above-described optimisation. This optimisation is equivale :
. T . even greater when the number of users increases to 64 for a
to the ML decoding of a latticA’ with generator matrixv

corrupted by a coloured noise Nevertheless, we prefer 16-QAM modulation. With such a system, an exhaustive ML

whitening the noise at the output of the MRC bank, in ord search would have required the computation?dfrRetrics to

. . . etect each vectdr.
to use the same decoding procedure as described in section

[ll. The noise whitening operation performed before decoding

is similar to the noise whitening operation in equalisation —p MRC R i) 1
theory. The Cholesky factorisation of the cross-correlation User 1
matrix R gives R=WW' whereW is a lower triangular _ _ ~

P gIves s al * L " %®| whiten - () SPhere g )
matrix. The whitened observation is defined psyw™ ", —t P > ing » Decoder [P
which corresponds to a new lattice poi xw™ ™. Equation r0
(20) is thus changed into a metric similar to (15). The relation b i s Be(i)
between the lattice poirt and the data vectdris L) UMR?( das Y —p

_ _ ser
X=xWT™ " =bMW T =bD_,W (21) e f
. o . Fig. 3: MC-CDMA recei ith joint detecti

Equation (21) shows that after the whitening operation, we 9 the Cor{iﬁﬁgﬁéiﬁé g{;?e, election

must consider a new lattice with generator ma@ix D W
and thus process the new received pginwith the sphere
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VI. CONCLUSIONS

We proposed a low complexity optimum multiuser
detection for MC-CDMA systems. The received signal is
seen as a lattice point corrupted with additive noise and an
efficient lattice decoder is applied to detect all users. The
complexity of this optimum algorithm is independent of the
modulation size and grows polynomially with the number of
users. These properties allow us to know performance limits
even for high loads and high spectral efficiency modulations.
They show us the system intrinsic degradation with respect to
single-user performance, which will not be overcome,
whatever detection scheme we use, and reveal that sub-
optimum detection techniques still do not achieve ML
performance limits.
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