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Fig. 1. Block diagram of a CP-DS-CDM scheme.

Abstract— This paper theoretically analyzes the perfor-
mance of Multi-Carrier Code Division Multiplexing (MC-
CDM) and Cyclically Prefixed Direct-Sequence Code Di-
vision Multiplexing (CP-DS-CDM) in multipath fading
channels. The paper shows the relationship among the
SNIR, diversity order obtained and BER lower bound
for MC-CDM and CP-DS-CDM, and demonstrates some
computer simulation results on performance comparison.

I. INTRODUCTION

Block transmission with cyclic prefix is a large class of
transmission scheme including Orthogonal Frequency Di-
vision Multiplexing (OFDM)[1], Multicarrier-Code Divi-
sion Multiplexing (MC-CDM)[2] and Direct Sequence-
Code Division Multiplexing with cyclic prefix (called
“cyclically prefixed (CP)-DS-CDM in this paper)[3], and
it has drawn a lot of attention as a means to equalize the
distortion /impairment experienced through a multipath
fading channel in the frequency domain instead of in the
time domain[4]. The mechanism for a chain of trans-
mitter, a multipath fading channel and receiver is well
theoretically analyzed in [5].

The references [6],[7] have discussed the pros and cons
of MC-CDM and CP-DS-CDM theoretically and by com-
puter simulation. This paper tries to theoretically show
the relationship among the Signal to Noise pulse Inter-
ference Ratio (SNIR), diversity gain obtained and Bit
Error Rate (BER) lower bound for the two schemes.

II. ANnALYsIs oF CP-DS-CDM
A. CP-DS5-CDM Scheme

Figure 1 shows the block diagram of a CP-DS-CDM
scheme. Assume a case where a base station transmits
data symbols to total J users (mobile terminals) using
spreading codes with length of M over a multipath fading
downlink channel. The ith signal is written in a vector
form as (M x 1)
sP% — Ca;. (1)
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In Eq.(1), a; is the ith transmitted data symbol vector
(Jx1),and C =[eq, -, ¢j, -, cg] is the spreading code
matrix (M x J) (c; is the spreading code vector (M x 1)
of the jth user).

If the multipath fading channel has an impulse re-
sponse with length of L, then the base station inserts
a cyclic prefix with length of N (N > L) to mitigate
the inter-symbol interference introduced by the channel.
The sth cyclically prefixed transmitted signal is written
in a vector form as (M + N) x 1)

D, = GuuusPS. )

where Gip;s is the cyclic prefix insertion matrix ((M +

N) x M)[5]:

e I (3)
MxM

where 0 is the matrix whose elements are all 0 and I is

the identity matrix.

Through the multipath fading channel, the th re-
ceived signal contains a contribution from not only the
ith transmitted signal but also the (é-1)th transmitted
signal due to the multipath propagation, in addition to
an additive white Gaussian noise. Therefore, it 1s written
in a vector form as (M + N) x 1)

DSyt DS DS !
r; = Hiyispre,i + Hi—lyispre,i—l + X (4)

where x'; is the noise vector (M + N) x 1), H;; and
H;_,; are the ith channel impulse response matrices
((M+ N) x (M+ N)) contributed from the ith transmit-
ted signal and the (-1)th transmitted signal respectively.

The receiver first removes the cyclic prefix from the
ith received signal:

I‘Z»DS = Greer»DS/ (5)

where Gy, is the cyclic prefix removal matrix (M x
(M 4+ N)):

Grem = [OMXN IMXM] (6)
Taking into consideration (L < N):GremHizi; =
047 x (M4, (5) finally becomes

P = DsPY 1 x; (7)

where P9 and x; are the ith received signal vector (M x
1) and the noise vector (M x 1), respectively, and D is

the channel distortion matrix (M x M):

D= GremHi,iGins~ (8)



B. MMSE Combining

Consider the following minimization problem:

minimize MSE(W]DS) = E[|ai; — W]DSHI'z'DSF] (9)

where E[(-)] and H denote ensemble average and Hermi-
tian transpose, respectively. The solution, namely, the
minimum mean square error (MMSE) weight for the DS-
CDM scheme, is given by[6]

wP® = FHAT'ZFc, (10)

J
J -1
diag{<M|Zl|2+0-72wise) P

J -1
<M|ZM|2+0-72102'56) } (11)

where F is the M-point discrete Fourier transform (DFT)
matrix (M x M), the matrix Z is defined as

Z = diag{z, -, zpm } = diag{Fh} (12)

with the definition of the channel impulse response vector
(M x 1) as (T denotes transpose)

h = [hla"'ahLahL+1(: 0)’

2
and O noise

C. SNIR

The signal to noise pulse interference power ratio

(SNIR) is given by[8]

A—l

(=01 (13)

1s the power of noise.

E [|ag; ]
SNIRPS = LT A
Elai;|?] — Elai;|?]
1

= - 1 (14)
Lo 5Mlemlen]

m=L gt lemlP 407 500

where ¢,,; is the mth element of the discrete Fourier
Transform of c;. If the spreading code is purely random,
then it has a white (flat) power spectrum, so (14) can be
written as

SNIRP® = ! —1. (15)

M ﬁ|zm|2
LD D e P
D. BER Lower Bound

To analyze the BER lower bound, assume J = 1. In
this case, the BER lower bound is given by[9]

— 1
BERR® » ( QMAZJ‘J‘ ! ) -
eff Hm;flf (4am/(M0-72wise()1)

where a; > ag >,---,> apy,,, > 0 are the eigenvalues

of the auto-correlation matrix of z:
z = [z1,~~~,zM]T (17)
®; = B, [22"] = {¢eu} (18)
Gt = Oiu=Efnz)]=0(A=t—u) (19)

and M.;; denotes the effective diversity order.
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Fig. 2. Block diagram of MC-CDM scheme.

ITI. ANALYsis oF MC-CDM
A. MC-CDM Scheme

Figure 2 shows the block diagram of an MC-CDM
scheme. The MC-CDM scheme spreads the signal in the
frequency domain, so using (1), the ith signal vector is
written as

s; = sMC = FHsPS — FH Ca;. (20)

B. MMSE Combining

The MMSE weight for the MC-CDM scheme is given
by[6]

wC =FT A Zc;. (21)
C. SNIR
The SNIR for the MC-CDM scheme is obtained as
1
SNIRM¢ = 1. (22)

M ﬁ|2m|2
1 - Zm:l Llem| 2402

D. BER Lower Bound
The BER lower bound is given by

2Mesr— 1 1

MC eff

BERYC ~ ( iy ) o —
elf Hm:l (4am/(MUnoise))

(23)

IV. DiscussioNn oN MC-CDM anp CP-DS-CDM
A. Receiver Complexity

Comparing Fig.1 with Fig.2, it is clear that the re-
ceiver of the CP-DS-CDM scheme requires an additional
inverse Fourier matrix F¥ whereas it is moved to the
base station for the MC-CDM scheme. Therefore, the
receiver structure of MC-CDM is less complex than that

of CP-DS-CDM.

B. Equivalence

(15) is equivalent to (22), so the BER performance of
CP-DS-CDM is all the same as that of MC-CDM, as long
as the same spreading gain and the same length of cyclic
prefix are used in the two schemes and the length of
DFT window in the MC-CDM scheme is the same as the
length of block in the CP-DS-CDM scheme. Therefore,
MC-CDM has no advantage over CP-DS-CDM in terms
of attainable performance in multipath fading channels.



C. Relationship among SNIR, Diversity Order and BER
Lower Bound

Assuming a full load case; J = M, (15) leads to

SNIR, = SNIRP?® = SNIRMC
1

= — — 1. (24
MZm lﬁ

notse

Using the following relationship:

. 1§(Hym) S%Zym (25)

M
ﬁZmzl y_m m=1

(24) leads to

G
SNIR < —_ (26)
mzz:l Mo-rzwise

The equality holds if 21 = z3 = - - - = zjr (frequency non-

selective fading). Therefore, the higher the correlations

among the frequency responses become (21 & 23 & -+ &
), the higher the SNTR becomes, namely, the more the

power of multiplexing interference can be reduced;

if Aol > o | (t # ),
then SNIR™9" > SNIR'*" (27)

where the superscripts high and low denote the high and
low correlation cases, respectively. However, even if the
power of multiplexing interference can be more elimi-
nated for the sake of higher correlations among the fre-
quency responses, the BER lower bound becomes worse
because of less effective diversity order (see the Appendix

A);

v

6% | (8 # w),
BER™. (28)

if 160"
high
then BER >

Consequently, there is a trade off between the reducible
interference power and the attainable BER.

V. ANALYSIS OF UNCODED SUBCARRIER BLOCKED
AND INTERLEAVED MC-CDM

A. Subcarrier Blocked and Interleaved MC-CDM

Schemes

In recent discussion on practical MC-CDM schemes,
the number of subcarriers is often different from the
value of spreading gain. Figure 3 shows two types
of MC-CDM schemes such as subcarrier blocked MC-
CDM scheme[10] which maps a spread information over
a subcarrier block and subcarrier interleaved MC-CDM
scheme which maps a spread information over subcarri-
ers with maximal separation. In both schemes, the input
data sequence is first converted into @) parallel data se-
quences (a;15, 525, - - -, @igj) and each serial /parallel con-
verter output is multiplied with the spreading code with
length of K (M = @ x K). To pay attention only to a

parallelized data sequence (¢ = 1,---,@Q), define the ¢th
parallelized symbol vector in the ith symbol interval as
(J x 1)

ig = [aiqr, -+, digj, -+ digs]" - (29)
In addition, define the spreading code matrix (K x J)
and the spreading code vector (K x 1) as

c = [Cl,~~~,Cj,~~~,CJ] (30)
cj = ley, o ongerg]” (31)
lew; | = 1/K. (32)

With a mapping matrix B (M x K), the ith signal
vector contributed only from the gth parallelized symbol
is written as

S; = s%c = FHBqCaZ'q. (33)

n (33), B, can be written as

[ Ok xk |
qg—1
Orxxk
BYF = Ik i (34)
Orxxk
: Q—q
| Oxxk |
[ O-1yxK 1
1 0 o 0
0Q><K
int 0 1 0 oo 0
B;" = Ogxx (35)
0 0 1
i 0(2Q-K—g+1)xK |

where the superscripts blk and int denotes subcarrier
blocked and interleaved MC-CDM schemes, respectively.

B. MMSE Combining
Replacing ¢; by Bye; in (21) leads to

whi¢ = FYAZBc;. (36)

C. SNIR

From (34) and (35), subcarrier blocking and interleav-
ing change only the index for the subcarriers summed
up in (22), so the SNIRs for the subcarrier blocked and
subcarrier interleaved MC-CDM schemes are given by

1

SNIR = —1 (37
1 K i |Zu k |

k=1 Zlzymy2+o2

notse

where v(k) is given by

vk = (g = DK +k
I/(k') - { V(k,)mt — qq_|_ Q(k’ _ 1)

(blocked)
(interleaved)

(38)



D. BER Lower Bound

Defining the frequency response vectors as (K x 1)

g = [Bgm1) K415 Zgm1) K4k ZqK ) (39)
1ts auto-correlation matrices 1s written as
Qg =E, [Zqu] ={¢tut (40)

where ¢; ,, is a function of only the difference A =¢ —u

and with (38):

o= { GhzoA
= g = 0la = QU - )

Therefore, the BER lower bound is given by

BERy ~ ( QAIe[f 1 ) _ 1
Yelf k:e{f (40[’@/([(0-72102'56))
(42)
where ay, is the eigenvalueof ®; ., K.;; is its effective
diversity orders.

(blocked)
(interleaved)

(41)

E. Relationship among SNIR, Dwersity Order and BER
Lower Bound

It is quite natural to assume that the magnitude of
#(A) is a monotonous decreasing function:

6t ul > e w] (A=t —u< A=t —u).  (43)
From (41) and (43), the following properties are satisfied:

|¢blk > |¢Zﬂt (t,UI 1a"'aM’ t;éu) (45)

tu - tu

therefore, from (27),

SNIR’* > SNIR™ (46)
and (see the Appendix B)

BER%k uncoded Z BER%U uncoded. (47)

Consequently, it is concluded that, for uncoded case, sub-
carrier blocked MC-CDM can mitigate multiplexing in-
terference for a heavier load condition, whereas it suffers
from a worse BER performance for a lighter load condi-
tion due to less frequency diversity order, on the other
hand, subcarrier interleaved MC-CDM can achieve a bet-
ter BER performance for a lighter load condition due to
more frequency diversity order, whereas it 1s rich in mul-
tiplexing interference for a heavier load condition.

VI. BER LowErR BouND oF CODED SUBCARRIER
BLOCKED AND INTERLEAVED MC-CDM
SCHEMES

Frequency diversity gain is obtained through chan-
nel encoding/decoding as well as spectrum spread-
ing/despreading. For the case of J = 1, the estimated
data symbol for a;41 is approximated as

Fai’ & i + 5 (15)

=[aiqr, - Aigll |
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Cc

Subcarrier Mapper
=B blk
q
Si1 Si(K(@rD) SiK(a-)+1)  SiKa) Si(a+D) ~ S(KQ)
gth Subcarrier Block
(a) Subcarrier Blocked MC-CDM

=[aiqr, - Aigl] |
C Subcarrier Mapper
=B int
q
Sa 7 S@Q S(@+2Q) " S(a+(K-1)

(b) Subcarrier Interleaved MC-CDM

Fig. 3. Subcarrier blocked and interleaved MC-CDM.

~ . . .
where z;" 1s normalized to have the variance of Ufmse
and &(q) is the median subcarrier index:

@™ = {@2¢—- 1K +1}/2 (49)
(@)™ {2¢+Q(K - 1)}/2. (50)

Defining the coefficient vector as (@ x 1)

k= [ze0), 2 @) (51)

1ts auto-correlation matix is written as

K = Eq[re] = (o) (52)
Veu = B {%(t)z'gt)} (53)

From (49) and (50),
Bo= wd (=1, M) (54)

\Y

Wl 2 R (Ge=1 Mt ) (5))

consequently, similar to the discussion through (43) to
(47),
BER%U coded Z BER%k coded. (56)

Consequently, 1t is concluded that, for coded case, sub-
carrier blocked MC-CDM can mitigate multiplexing in-
terference and can achieve a better BER performance
due to frequency diversity order through coding.

VII. NUMERICAL RESULTS AND DISCUSSIONS

To confirm the theoretical results, computer simula-
tion is carried out. A multipath delay profile with 18



exponentially decaying paths is assumed with no tempo-
ral variation of the channel. As a transmission system,
the lengths of cyclic prefix and DFT window are 128 and
512, respectively, the processing gain is 32, the modula-
tion i1s based on QPSK, and a half-rate turbo coding is
assumed. The packet error rate (PER) is evaluated for
a signal packet composed of 512 QPSK symbols.

Figures 4 and 5 show the PER against the average
Ey/ Ny for fading channels with low and high frequency
selectivity, respectively. Here, the RMS delay spread is
normalized by the cyclic prefix length. When the fre-
quency selectivity is low, for the lighter load conditions,
the performance of the subcarrier interleaved MC-CDM
and CP-DS-CDM schemes is better than that of subcar-
rier blocked MC-CDM scheme, because they can miti-
gate well the multiplexing interference and obtain the
optimized frequency diversity gain. However, for the
full load case, the performance of the subcarrier blocked
MC-CDM scheme is better than that of subcarrier inter-
leaved MC-CDM and CP-DS-CDM schemes, because it
can suppress the multiplexing interference more and ob-
tain a frequency diversity gain comparable to them. On
the other hand, when the frequency selectivity is high,
there are no large difference in PER among the three
schemes. For the full load case, the performance of the
subcarrier blocked MC-CDM scheme is slightly better
than that of the other two schemes.

Figures 6 and 7 show the PER against the normal-
ized RMS delay spread and the PER against the num-
ber of users. As long as the number and strength of
the paths remain the same in the delay profiles, even if
the frequency selectivity changes, the same PER, should
be achieved. In the both figures, the performance of
the CP-DS-CDM and subcarrier interleaved MC-CDM
schemes 1s insensitive to the value of the delay spread,
on the other hand, the performance of the subcarrier
blocked MC-CDM scheme is sensitive to the value of the
delay spread. This 1s because the frequency diversity
gain is optimally obtained through the MMSE criterion-
based combining for the CP-DS-CDM and subcarrier
interleaved MC-CDM schemes, whereas it is obtained
through channel coding for the subcarrier blocked MC-
CDM scheme, which is no longer optimal.

Finally, against the prediction by (56), when the num-
ber of users is one, the performance of the subcarrier
blocked MC-CDM scheme does not outperform that of
the CP-DS-CDM and subcarrier interleaved MC-CDM
schemes. Especially, for the case of low frequency selec-
tivity, it is much worse. This is because the frequency
diversity gain obtained through channel coding is much
smaller than that based on the optimal MMSE criterion-
based combining.

VIII. CONCLUSIONS

This paper has theoretically shown the relationship
among the SNIR, diversity order obtained and BER
lower bound for MC-CDM and CP-DS-CDM. Further-
more, the paper has discussed their packet error rate
in multipath fading channels by the computer simula-
tion. Subcarrier blocked MC-CDM, which tries to ob-
tain frequency diversity gain through channel coding and

suppress multiplexing interference by blocked subcarrier
mapping, is advantageous only for full load case.

APPENDIX A

Defining the auto-correlation matrix of the channel im-
pulse response vector as

®; = Fy [hh']. (57)
(57) can be also written as
®; = Fe,F7. (58)

The rank and eigenvalues of a matrix is invariant through
any linear transformations, so the rank of ®; is L:

Mays = L. (59)

The length of the channel impulse response for higher
correlations among the frequency responses must be
shorter than that for lower correlations:

high __ rhigh low __ low
MMEh = phish < plev = ploy, (60)
Therefore,
: IMMI 1
BER;Lngh ~ ( ]\?t igh ) Arhiah A
eff Hm;flf (40[%911 Urzwise)
( 2M1%% — 1 ) 1
- M ow Méow
eff Hm:flf (40[%“’/0’20”6)
~ BERY. (61)

APPENDIX B

In general, the following properties are satisfied:[11]

K
ar = trace{®} = qum (62)

]

t=1 t=1
M M M
Yoai = l@lF =" Il (63)
t=1 t=1u=1

where trace{(-)} and ||(*)||F denote the trace and Frobe-
nius norm of (). From (55), (55), (62) and (63), the

eigenvalues a?* and o/ (including 0) satisfy the fol-
lowing properties:

K K

St = 3 ap (60
t=1 t=1

K
Zo/t)lkZ Z
t=1

-(64)x (64) leads to

ZZ (altylk _ aZlk)z > ZZ (aim _ Oéim)2~ (66)

=
X
=
(@)
ot
=
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(66) means that the sum of the errors between any pairs
of the eigenvalues for the subcarrier blocked MC-CDM
scheme is greater than that for the subcarrier interleaved
MC-CDM scheme. Define the average value of the eigen-
values as Ay4y. and furthermore the number of eigenvalues
which is far less than A4y as M'. (66) implies that

M/blk: Z M/int. (67)

Note that the lowest eigenvalue Ays_,, should be reason-

ably large[9]. Therefore,

eff

Meffint - M — M/int Z Meffblk - M — M/blk. (68)
and consequently,

BERY® > BERIP®. (69)
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